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Abstract

This paper gives a short motivation for the usesiafilarities of
term pairs to improve information filtering andrieval methods.
Further some simple, but often used co-occurreased measures
for the estimation of similarity values of term gaare presented.
The results of these measures are evaluated agh@nstaims on
term similarities, which arise from linguistic aspe (inflection,
hyponymy, meronymy, composition and word group)ieen the
involved terms. The finding of this paper is theslessness of
simple co-occurrence based measures for the imprent of
information filtering und retrieval approaches.

1. Introduction

The objective of Information Filtering (IF) and ération Retrieval (IR) is
the selection of relevant documents from a hugd pbelectronic documents.
While IF selects documents from a dynamic streandamfuments using some
kind of (static) profiles, IR selects relevant domnts from a static set of
documents basing on a specified (ad hoc) query [B&¥2]. Because of the high
similarity of these tasks, most concepts and mofiel$~ or IR can be adapted
for both tasks. [Kuro2004]

Before processing documents by IF or IR, documargsusually split up into
terms (in most cases single words). Classic IFIRna@pproaches like the Vector
Space Model [Salt1968] or the Binary Independene&i®al [RoJ01976] are
characterized by the assumption @rm independencyBaRi1999]. Term
independency stands for the fact that two diffetenins (e.g. ‘car’ and ‘wheel’)
are assumed to have no relationship to each oBmrause of this escapist
assumption of the classical approaches, a sevevalapproaches has been pub-
lished in the last three decades. These approdchés overcome the assum-
ption of term independency. Most of these approsahedel the dependency
between terms by the use simple measuresdavccurrence of termwithin a
given document base to specify the degree of depmydwithout need for
human intervention. Popular models for example #re: Generalized Vector
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Space Model [WZRW1987], and the family of Spreadidivation Neuronal
Network models [Belew1989] [Kwok1989] [WiHi1991].

In the beginning the new models looked very enagina Thus, it was a big
disappointment that the new models using simple teo-occurrence measures
to determine term dependencies are not signifigabétter than the classic
models [BaRi1999]. This is the reason why newerregghes (e.g. the Latent
Semantic Index model [FDDL1988], the Language Md&elCr1999] and most
of its derivates) use more sophisticated statisticeethods or adaptive
approaches (e.g. Fuzzy Set Model [OgMK1991], CORMMand2001]) or
ontology-based approaches (e.g. (enhanced) Topedb¥ector Space Model
[BeKu2003] [Kuro2004]) for term dependency deteration.

While the topic of interest in the IF and IR comrntymas moved away from
simple co-occurrence based approaches, the reasdmef failure of approaches
basing on simple co-occurrence measures has nat Wweeked out so far.
However, it is beneficial to know, why things wentong to avoid similar
mistakes in the future. For this reason in thisgpape present some causes for
the failure of approaches using simple co-occueaneasure for the determina-
tion of inter-term dependencies.

This paper has the following structure: In sectban assortment of simple,
common co-occurrence measures and a set of lingydtenomenons are
presented. In section 3 the co-occurrence measanmesevaluated by some
samples and in section 4 a linguistic substantiaigogiven for the dissonances,
which can be observed in section 3. Related worrésented in section 5 and
finally a conclusion is drawn in section 6.

2. Definitions

Before going in details, we have to agree on andefih for the concepts
‘term’ and ‘word’. The concepterm has it's grounding in the common IF&IR
literature and it stands for an atomic element afoaument. In most IR&IF
approaches documents are defined as a set (oriswsed list) consisting of
terms. Unlike terms, the concept of words is grathdn linguistics. In a
linguistic sense aword is a unit of speech or writing that symbolizes or
communicates a meaning. In most IF and IR systemmst are represented by
exactly one word. For this reason we will use ‘teamd ‘word’ synonymously.
‘Term’ is used in this paper in the scope of IF #Rdwhile the ‘word’ is used in
the scope of linguistics.

For the determination of inter-term dependenciésgusimple co-occurrence
based measures a given document base has to meddan all combinations of
joint appearance of two terms. We will defiBeas the set of all documents in
the document base, afdas the set of all terms in the document bBsé&l D is

1 There exist in fact a minority of IF or IR systemvhich define a term as a set of words
(e.g. some Language Models [SoCr1999]). These kirfidsystems are not considered
here.
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the set of all documents containing the tedmhT. The dependency between two
termsa, b 0 T is determined by the similarity sim(b) O [0...1] between these
terms. Similarities near zero stand for independenins (terms, which have
nothing in common, like ‘car’ and ‘mouse’), whilarslarities near one indicate
a high term-dependency (for terms with a similansge like ‘car and
‘automobile’). The most frequently used measurecfmoccurrence based term-
similarity is theJaccardmeasure:

# Dan

sim(a,b) =
#D_+#D,—#D,,

with D, =D, n D,
Other simple measures are for exampleDloe-measure

. 2#D
sim(a,b) = _T " Talb
#D_+#D,
and theCosinemeasure [MaSc1999] [Ferb2000].
. #D
sim(a,b) = b

J#D,ED,

Because IF and IR process natural language docsniteist a good idea to
validate the results given by the above statistic@asures with our expectations
from the linguistic point of view. To do this, wast have to figure out, which
kind of linguistic dependencies between terms e8stond we have to figure
out which value the similarity sira( b) between two terms should have in an
ideal case. Among others, the following linguistiependencies (or phenome-
non’s) can be observed in natural languages likggigimor German:

Inflection is the change of word form according to a grameaatiunction.
For example ‘house’ and ‘houses’ as well as ‘faftister’ and ‘fastest’ are
different word forms of the same word. Compared dther linguistic
phenomenon’s inflection changes the meaning of wosery little. For these
reason the similarity of two words, which are wéwdnms of the same basic form
should be very high (near value one).

Synonymyenotes different words having the same meanirsgine context.
For example ‘car’ and ‘automobile’ have in most epts the same meaning and
can be substituted by each other. This causesthieasimilarity between two
synonymous words should be very high (near val®g.on

Hyponymyis the semantic relation of subordination (is-&trenship). For
example ‘plant’ is the subordinate of ‘tree’ orlipl Subordinate words are
usually dependent to their superordinate wordss Tenotes, that the similarity
between a subordinate and its superordinate sHmilcelatively high. (Ideally,
the similarity should depend on the number of imediate subordination steps
between both words.)

Meronymyis also known as the part-of relationship betweerds like
‘wheel’ and ‘car’. Analogue to the case of Hyponythg similarity between two
words having the part-of relationship should beatreély high (and ideally
depend on the number of intermediate steps betvetnwords).
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Compositionis a linguistic phenomenon, which is seldom foumdEnglish,
but it is common in some other languages for examlike German.
Composition describes the fact, that one word mpmsed of two or more other
words. An English example for this phenomenon igbfearine’ which is
composed of ‘sub’ and ‘marine’ or ‘mastermind’ whiis composed of ‘master’
and ‘mind’. In English composed words are seldowh asually the meaning of a
composed word cannot be derived directly from @mponents. In the German
language compositions are differently handled: Aicstrule defines the
semantics of composed words in that way, that alwor is always defined as
an subordinate (hyponymy) of ‘y’ which is specializ by feature ‘x’. For
example the English translation of ‘Gartenzwerg’‘garden gnome’, while
‘Garten’ means ‘garden’ and ‘Zwerg’ means ‘dwanf‘gnome’. Because of this
strict rule of interpretation of composed wordsgsh kinds of words are very
often used in the German language (and even ndw@dompositions of words
are allowed), which usually causes some troublelfoand IR. The case of
composition shows that the similarity of terms etpd from the linguistic point
of view is not only depending on linguistic phenomoe’s but also on the
language, which is processed. For the English lagguhe similarity of a com-
posed word to its components is very low or evelh Ror the German language
the similarity of the composed word to its compdngmould be relatively high
(refer to argumentation for hyponymy).

Word groupis the phenomenon of special groups of words, lwiiave a
different meaning to what someone would expect whest looking at the
individual words. For example the word group ‘Newrk refers to a known
American city, while ‘new’ means something thatrigd its existence a short
time ago and ‘York’ means a city in Britain. So therbatim meaning of ‘New
York’ should be the city in Britain which is calledork, but which has been
rebuild (for some reason) a short time ago. Anothemple is ‘amber nectar’,
which stands for ‘lager’ or ‘on carey street’, whistands for ‘being bankrupt’.
Especially names of people, places and other thang®ften consisting of word
groups. From the definition of word groups we derithat the similarity of
words, which are components of a word group, shasldlly have a value near
zero.

In cases where no linguistic phenomenon between Wweods can be
observed, the similarity of these words should htheevalue zero.

3. Samples

In this section the free encyclopedia Wikipedia Kil/j is used as document
base to validate, if the above-presented statistimaccurrence-based measures
meet our expectations on similarities between pafiterms from the linguistic
point of view. The following tables base on a datbsnapsh@iViki2] taken at
the 14" of July 2004. Table 1 shows the co-occurrencesoafie terms of the
English Wikipedia, which consisted of 745,546 indial documents at the time
the snapshot has been taken. Some terms and ehedcarrences of the German
Wikipedia are presented in Table 2. The German p¥ittia had 236,235 docu-
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2 b | iD, D, , | Jaccad Dice _ Cosine
New York 89.488 23.717 22.283| 0,245 0,394 0,484 word group  very low
Albert Einstein 4.685 1.120 623| 0,120 0,215 0,272 word group  very low
amber nectar 480 287 4] 0,005 0,010 0,011 word group  very low
Daniel Winter 7.646 5.163 246| 0,020 0,038 0,039 word group  very low
Bill Gates 8.385 1.572 369 0,038 0,074 0,102 word group  very low
car tree 6.889 6.887 298| 0,022 0,043 0,043 none null
house red 20.530 16.764 2.063| 0,059 0,111 0,111 none null
sun snail 6.717 266 28| 0,004 0,008 0,021 none null
office mars 13.017 2.057 182| 0,012 0,024 0,035 none null
office mouse 13.017 1.592 151 0,010 0,021 0,033 none null
submarine sub 2.544 8.493 186| 0,017 0,034 0,040 composition low
submarine marine 2.544 3.814 261] 0,043 0,082 0,084 | composition low
mastermind  master 186 6.633 28| 0,004 0,008 0,025 | composition low
mastermind mind 186 10.379 35[ 0,003 0,007 0,025 | composition low
wheel car 2.139 6.889 517| 0,061 0,115 0,135 meronymy high
body leg 14.850 1.447 370| 0,023 0,045 0,080 meronymy high
hand finger 14.254 1.267 461| 0,031 0,059 0,108 meronymy high
computer memory 17.077 5.876 1.658 0,078 0,144 0,166 meronymy high
computer CPU 17.077 933 636] 0,037 0,071 0,159 meronymy high
plant tree 6.155 6.887 968| 0,080 0,148 0,149 hyponymy high
plant tulip 6.155 134 32| 0,005 0,010 0,035 hyponymy high
planet earth 5.067 12.855 1.994| 0,125 0,223 0,247 hyponymy high
planet mars 5.067 2.057 911| 0,147 0,256 0,282 hyponymy high
oS windows 2.105 3.596 632| 0,125 0,222 0,230 hyponymy high
oS linux 2.105 2.309 490| 0,125 0,222 0,222 hyponymy high
car automobile 6.889 2.641 1.187| 0,142 0,249 0,278 synonymy  very high
hope esperance 16.887 60 8| 0,000 0,001 0,008 synonymy  very high
pretty beautiful 7.022 3.868 365| 0,035 0,067 0,070 synonymy  very high
petit small 594 43.605 245| 0,006 0,011 0,048 synonymy  very high
goal target 4.740 4.799 376| 0,041 0,079 0,079 synonymy  very high
house houses 20.530 4.184 1.663| 0,072 0,135 0,179 inflection very high
mouse mice 1.592 521 206| 0,108 0,195 0,226 inflection very high
fast faster 5.485 2.652 549| 0,072 0,135 0,144 inflection  very high
fast fastest 5.485 907 182| 0,029 0,057 0,082 inflection  very high
car cars 6.889 2.770 1.456( 0,177 0,301 0,333 inflection  very high

Table 1: Co-occurrences of some terms in the English Wikigpe

ments at the time the snapshot has been takerprBoessing, all letters of the
documents and queries has been transformed in&rioase letters.
On examining table 1 the relatively low values tfsamilarities is striking.
The highest similarity exists between the termswiNend ‘York’. Depending on
the measure used, the similarity value of this tpain is 0.245 (Jaccard), 0.394
(Dice) or 0.484 (Cosine). This is surprising beeafrem the linguistic point of
view the similarity for ‘New’ and ‘York’ (word grop) should not be very high.
Rather it should be at least significantly lowegrttthe similarities of term-pairs,
which are linked by linguistic phenomenons like @yymy or inflection. In fact
it is striking, that a lot of term-pairs (e.g. ‘bddand ‘leg’ (meronymy), ‘hand’
and ‘finger’ (meronymy), ‘computer’ and ‘CPU’ (mergmy), ‘plant’ and ‘tulip’
(hyponymy), ‘petit’ and ‘small’ (synonymy) and ‘fiasnd ‘fastest’ (inflection))
which are expected to have significantly high samifles from the linguistic
point of view have a lower similarity regarding tb@-occurrence measures than
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Jaccard Dice Cosine |Phenomenon exp. Sim.
New York 4908 3158 2936| 0,572 0,728 0,746 word group  very low
Albert Einstein 1851 504 329 0,162 0,279 0,341 word group  very low
Hans Muller 4491 1395 451] 0,083 0,153 0,180 word group  very low
Hasso Plattner 21 18 6] 0,182 0,308 0,309 word group  very low
Bill Gates 781 134 64| 0,075 0,140 0,198 word group  very low
Auto Baum 1288 1411 67| 0,025 0,050 0,050 none null
Haus rot 3138 1961 153] 0,031 0,060 0,062 none null
Sonne Schnecke 1746 92 6] 0,003 0,007 0,015 none null
Buro Mars 371 613 14| 0,014 0,028 0,029 none null
Buro Maus 371 494 7] 0,008 0,016 0,016 none null
Gartenzwerg Zwerg 20 220 3| 0,013 0,025 0,045 | composition high
Gartenzwerg Garten 20 906 o[ 0,000 0,000 0,000 composition high
Hausmeister Meister 64 1541 5|/ 0,003 0,006 0,016 | composition high
Hausmeister Haus 64 3138 16{ 0,005 0,010 0,036 composition high
Reifen Auto 323 1288 28] 0,018 0,035 0,043 meronymy high
Korper Ful 2597 1086 64| 0,018 0,035 0,038 meronymy high
Hand Finger 2834 532 160 0,050 0,095 0,130 meronymy high
Computer Speicher 2858 491 178] 0,056 0,106 0,150 meronymy high
Computer CPU 2858 293 157] 0,052 0,100 0,172 meronymy high
Pflanze Baum 1157 1411 144| 0,059 0,112 0,113 hyponymy high
Pflanze Tulpe 1157 29 2| 0,002 0,003 0,011 hyponymy high
Planet Erde 1093 3130 415] 0,109 0,197 0,224 hyponymy high
Planet Mars 1093 613 288| 0,203 0,338 0,352 hyponymy high
Betriebssystem Windows 935 3445 362| 0,090 0,165 0,202 hyponymy high
Betriebssystem Linux 935 1201 338| 0,188 0,316 0,319 hyponymy high
Auto Automobil 1288 387 122| 0,079 0,146 0,173 synonymy  very high
Computer Rechner 2858 741 277 0,083 0,154 0,190 synonymy  very high
senkrecht vertikal 493 168 19( 0,030 0,057 0,066 synonymy  very high
Fahrstuhl Lift 33 55 2| 0,023 0,045 0,047 synonymy  very high
Orange Apfelsine 561 32 16 0,028 0,054 0,119 synonymy very high
Haus Hauser 3138 795 231 0,062 0,117 0,146 inflection very high
Maus Méuse 494 140 49| 0,084 0,155 0,186 inflection very high
schnell schneller 4369 1255 331 0,063 0,118 0,141 inflection very high
schnell schnellsten 4369 158 33| 0,007 0,015 0,040 inflection  very high
Auto Autos 1288 430 141| 0,089 0,164 0,189 inflection very high

Table 2: Co-occurrences of some terms in the German Wiléped

some term-pairs which are expected to have lowlaiities (e.g. ‘Albert’ and
‘Einstein’ (word group), ‘house’ and ‘red’ (no lingstic phenomenon exists)).
On examining table 2 we see a similar situationtlfier German language. In
this table, the highest similarity is also foundvieen the terms ‘New’ and
‘York’. Depending on the used measure, the sintifaralue of this term-pair is
0.572 (Jaccard), 0.728 (Dice) or 0.746 (Cosine) Vhry high value of the
similarity can be explained by the fact, that ‘Neavid ‘York’ are not domestic
words of the German language. A closer look atet@bkhows, that e.g. ‘Haus’
and ‘rot’ (no linguistic phenomenon) have a higlsémilarity (although the
similarity is relatively low) than for example ‘Ganzwerg’ and ‘Zwerg’
(composition), ‘Reifen’ and ‘Auto’ (meronymy) or flanze’ and ‘Tulpe’
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(hyponymy) or ‘Fahrstuhl’ and ‘Lift' (synonymy) dschnell’ and ‘schnellsten’
(inflection) which are expected to have relativiigh similarities? It is worth to
mention that in contrast to the English language to-occurrences for
compositions for the German language do not matpeaed similarities, which
reduces the quality of co-occurrence measures Her German language in
comparison to the measures for the English langudgece, it can be recorded
that the quality of co-occurrence measures is lagguependent.

Regarding to the samples of these both tables we twaaccept the fact, that
in most samples all three co-occurrence measuresotioneet the similarities
expected from the linguistic point of view. And vtha even worse, there some
term-pairs existing, which are expected to havaiaantly lower similarities
(from the linguistic point of view) than some otbebut which have in fact
higher similarities than the others when simpleocourrence measures are used.
Thus it is impossible to meet the linguistic motea claims of term similarities
by using a monotonic transformation of the prestr®-occurrence measures,
which makes the co-occurrence based similaritiedess for the determination
of inter-term dependencies.

4. Linguistic Substantiation

It is possible to set up a position, that the sasgiresented in the tables
represent only some rare and special cases, sosthmtle co-occurrence
measures will not suffer from wrong similaritiesevhthe document base is large
enough or when other term-pairs are consideredhifnsection we will show
step by step how unlikely it is, that this positiooids.

Beginning with inflection, it can be noted in priaat experience that
especially in short documents only one or a fedeatéd forms of a word are
used. For instance, if you write a document abospecial instance of a thing
(‘house’, ‘car’, ‘computer’, etc.), you will usuglinot need the plural form very
often, because you are writing abaurte special thing. This results in the fact
that plural and singular word forms will tend tovedower co-occurrence based
similarities than it is expected from the linguisfioint of view. This argumen-
tation can be expanded to most other forms of dlexi Consequently this
coherence is the reason why most co-occurrencel lEggeroaches benefit from
stemming.

Regarding synonymy, the practical experience shitnat the co-occurrence
of two synonymous words depends on the kind ofditee they are embedded.
To avoid iterations the usage of synonyms is quitenmon in narrative
literature. For academic literature the oppositglie, unnecessary synonyms are
usually avoided to prevent misunderstandirigspecially for seldom words the

2 A free German-English dictionary is available #te following web page:
http://dict.leo.org/?lang=en

3 In fact, synonyms are one source for misundedatgnbetween different scientific
areas. Often the same things have different teahtéoms in different areas.
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probability of the co-occurrence of their synonyrithim the same text is low,

because there is only a marginal probability fer iteration of the same word or
its synonym. For this reasons simple co-occurrdrased similarities for seldom
synonyms must be too low in general.

In usual documents it is not common to enumeratesbordinates of a
thing/word (hyponymy) or all parts of something ¢(o@ymy). Only special
documents, which focus on these kinds of enumaerstilike construction
manuals or ontology focused documents enumeraterdimates or parts of
things in a detailed manner. This results in thet, féhat words related by
hyponymy or meronymy will suffer from too low simrities when co-
occurrence based measures are used.

While compositions in the English are well représdnby simple co-
occurrence based approaches, their similarity @& ltw in general for the
German language. This can be ascribed to thetfeattcompositions in German
are always hyponyms (refer to section 2). So trevatexplanation for hypony-
my holds up for this case.

As simple co-occurrence based approaches tendderestimate the simila-
rities between term pairs in the above-presenteds;ahese approaches tend to
overestimate the similarities for word groups. Thi®restimation worsens, the
more popular a word group is. Popular word growgslt in a high combined
occurrence of the word group components in relatiothe occurrence of only
one alone component. This leads to the mentionestestimation of word
groups.

As the bottom line we have to accept, that simpdeoccurrence based
approaches are not suitable for the determinatiginglarities of term-pairs.

5. Related Work

In [OgMK1991] GeAwA, MORITA and KOBAYASHI present a fuzzy retrieval
system. One feature of this system is klegword-connection-matrixvhich is
used to represent similarities of term-pairs. Ttroge their retrieval system the
authors implemented an adaptive approach to makighentries in the keyword-
connection-matrix using a gradient decent. A sqtrefiefined queries and a list
of adequate documents has been used as trainiadgatahe adaptive approach.
Prior to training, the keyword-connection-matrixshaeen initialized by simila-
rities provided by the Jaccard co-occurrence measur

While optimizing their retrieval system the authoigticed, that the retrieval
quality of their system rose significantly durinbet training. Further, when
looking at their documentation, a major changehef values in the keyword-
connection-matrix can be observed. This fact haju¢he thesis presented in this
paper. The major change of the values in the kegrxgonnection-matrix attest
that the co-occurrence initialized keyword-conraetinatrix was far away from
the optimum. This is an evidence for the uselessmésco-occurrence based
measures for term-pair similarities in informatfiltering und retrieval.
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6. Summary, Conclusion and Future Work

Within this paper, we give a motivation for the usfeterm-pair similarities
for the improvement of information filtering and trieval methods. We
presented some simple, but often used co-occurrbased measures to gain
similarity values from a document base. In the ngan of the paper we show
by an example and by linguistic substantiation giatple co-occurrence based
measures for derivation of paired term similaritig®vide bogus similarity
values for the English and German language. Thegmoaches tend to
underestimate similarities for terms linked by étfion, synonymy, hyponymy
and meronymy, while the same approaches tend testmate similarities for
word groups. Further a language dependency of tiadity of co-occurrence
measures has been determined.

From these results we have to conclude, that simpleccurrence based
approaches should not be used for the estimatiderof-pair similarities for in-
formation filtering and retrieval methods, becauws®e improvement of these
methods by co-occurrence based measures is imiplausi

This paper discusses only simple co-occurrencedbapproaches, but there
are more sophisticated approaches existing, whjctotdeal with those various
linguistic phenomenons by implicitly or explicitderiving term similarities from
the arrangement of terms in relation to documehts. example the Latent
Semantic Index model [FDDL1988] and the Languaged®lo[SoCr1999]
embed such approaches. From the scientific pointeat it will be interesting to
analyze if those approaches are able to meet tie-dienilarity expectations
from the linguistic point of view or if they alsafféer from the same problems
like the simple co-occurrence based approaches.
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